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Human/Machine Intelligence Partnership

“The key to the 21st century is to achieve the right balance 

between humans and machines to optimize outcomes” – Boyd





TSIS Generative AI Guidance Notes
• This is the Simulation Century

• The 21st Century Imperative is to seek the right balance between 

humans and machines to optimize outcomes

• ML/Generative AI is not normal Enterprise Software. It is more intimate 

and powerful.

• There is no ML Debugger!!

• ML/LLM systems can not transcend their training/databases

• Model collapse is a real concern. LLMs are a lossy compression of their training 

data. As generative AI begins to train on its own generated content we will see data loss 

and mass forgetting

• You do not need a single data lake. AI/ML can retrieve from data ponds 

by permission

• Good low hanging fruit use cases: Stem the Silver Tsunami, Make your 

own Memex, automate tasks with prompts, Digital Twins, soon create 

simulation environments with generative 3D worlds.



Large Datasets > Algorithms

2009 Microsoft Natal, Alex 
Kipman, Richard Boyd and 
Jaron Lanier 

Machine Learning: 

The New Button on the Calculator



Hangar 51: The Problem

● Warehoused content is not 

curated knowledge. 

● Like Hangar 51 in Raiders Of The 

Lost Ark, most data and experts in 

large organizations are 

undiscoverable or underutilized.

Now where was that write-up where we already figured this out…?

The Unusable Warehouse of people and data



Hyperdimensional Text Fingerprint Comparison

Brain reads text & calculates its concept Fingerprint
Hyperdimensional fingerprint

of the ideas / concepts / topics in 

the text from machine learning 

analysis (up to 4,000!)

1) Scan all text items
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2) Compare with all item fingerprints at scale

3) Deliver matches into a 

taxonomy you choose 

(personas, boards, folders, 

hierarchy, etc)



Example : TanjoCase-A Machine Learning Map Of 

Every Case Law Opinion In The United States 

Since 1797. 

Feed all information available into your Company’s Brain



Problem: Use machine learning to apply the upcoming new revenue 

recognition rules from FASBI (which went into effect 12/2017) to large 

sets of contracts to determine which rules apply. RevRecBot reads 

your sales contracts, understands the language within them, and 

suggests (with a confidence score) the correct method for revenue 

recognition or whether the contract may have a problem that needs 

human attention. 

Customer: CPAs

RevRecBot



Taxonomy Of Clauses             





• An enduring repository of all NCCC 
knowledge and best practices

• Improve collaboration. Level the access 
to information across all campuses

• Allow for the free flow of ideas and 
expertise throughout the system. 

• Stem the tide of the “Silver Tsunami”

The Tanjo NCCC Brain Mission
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Invent a Hypothesis, 
Design an Experiment, Test It, Repeat

Find Every Valid Hypothesis, 
Then Pick The Useful Ones

Unsupervised 
Machine Learning

Scientific Method
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The Scientific Method Just Got an Upgrade
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USA Today reports on the Force of 

the Future Wargame



Artificial Intelligence

1958- 2009 Phase 1  Programmers telling machines what to do

2009 -2018 Phase 2  Data scientists in high demand

2018 - Nov 30, 2022      Phase 3 Behavior Scientists

2023 -   Phase 4 Intelligence Amplification



. ai

Victor Hugo 

Resurrected
Hugo felt that the Romantic, or "the complete poet" 

as he calls it, "consists of three visions: Humanity, 

Nature, and the Supernatural" (Shroder, 68). The 

first voice Hugo heeded was that of humanity, 

calling the poet to accomplish his role as a 

humanitarian by taking part in political activity. 

Where he had earlier rallied to the aristocracy, he 

now associated himself with the people. In the 

1850's, the bourgeois origin Victor Hugo, declared 

himself the plebian hero. The things of which he 

wrote were about the people and for the people. 

He believed in the common man, and saw the poor 

as the legs by which the rich were able to stand. 

He saw in them potential and he worked hard to 

have this potential realized by the people. His most 

memorable characters in Les Miserables were not 

of the rich or people of high-standing, but rather, of 

the poor and common man. 

To the very end, Hugo felt an empathy for the 

poor, and though he didn't share in their poverty, 

he did sympathize with their plight. He carried his 

association with the lower classes even to his final 

breath: in accordance with his will, his coffin was 

carried on the corbillard des pauvres, the bare 

carriages used in the funerals of the poor.

https://www.mtholyoke.edu/courses/rschwart/hist255/jkr/citation.html
https://www.mtholyoke.edu/courses/rschwart/hist255/jkr/manuscript.html
http://www.mtholyoke.edu/courses/rschwart/hist255/la/peoplehome.html


Animated Personas that Read
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George Washington – Animated Persona



TAPchat
Ask your persona questions.
Type anything you like and get chat answers.

Or, just click [Ask] (or click into field) to show customizable 

pre-selected questions. 

Knowledge, preferences, daily life, occasion profile, etc.

TrendCloud
What is trending in this persona’s mind?
Word clouds, with a twist. Pick what time span to see 

trends over. Watch what ideas are growing (and shrinking) 

in mind-share the fastest. 

LifeFeed
Watch your persona’s behavior.
What did they do today?

Watch them read media (and be influenced by it).

See their day brought to life.

Ask them about their life and preferences in TAPChat!

Breakfast, grab-and-go.    Drink coffee.

Snack, grab-and-go.     Drink smoothie.

Drive to work

Date, romantic, movie

Work meeting.       Snack, sit down.      Drink soda.

Gathering, at a home, indoors, celebration.    Drink cocktail.

Drive home

Ask the Stan Lee persona Ask

early-morning

mid-morning

mid-afternoon 

late-afternoon 

mid-afternoon 

early-evening

mid-evening

TAP (Tanjo Animated Personas)





Recent IRS RFI



TSIS Generative AI Guidance
• This is the Simulation Century

• The 21st Century Imperative is to seek the right balance between 

humans and machines to optimize outcomes

• ML/Generative AI is not normal Enterprise Software. It is more intimate 

and powerful.

• There is no ML Debugger!!

• ML/LLM systems can not transcend their training/databases

• Model collapse is a real concern. LLMs are a lossy compression of their training 

data. As generative AI begins to train on its own generated content we will see data loss 

and mass forgetting

• You do not need a single data lake

• Good low hanging fruit use cases: Stem the Silver Tsunami, Make your 

own Memex, automate tasks with prompts, soon create simulation 

environments with generative 3D worlds.



Suggested Reading
Before it’s too late

Twitter: @Metaversial   Email: Richard@Tanjo.ai Richard.Boyd@Ultisim.com 
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